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Thinking takes time: Children use agents’ response times to infer the 
source, quality, and complexity of their knowledge 
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A B S T R A C T   

Limits on mental speed entail speed-accuracy tradeoffs for problem-solving, but memory and perception are 
accurate on much faster timescales. While response times drive inference across the behavioral sciences, they 
may also help laypeople interpret each othejognrs’ everyday behavior. We examined children’s (ages 5 to 10) use 
of agents’ response time to infer the source and quality of their knowledge. In each trial, children saw a path-
finding puzzle presented to an agent, who claimed to have solved it after either 3s or 20s. In Experiment 1 (n =
135), children used agents’ response speed to distinguish between memory, perception, and novel inference. In 
Experiment 2 (n = 135), children predicted that fast responses would be inaccurate, but were less skeptical of 
slow agents. In Experiment 3 (n = 128), children inferred task complexity from agents’ speed. Our findings 
suggest that the simple intuition that thinking takes time may scaffold everyday social cognition.   

A colleague once posed a trick question to the polymath John von 
Neumann. Von Neumann was famous for his quick mental calculations, 
but the solution to this particular problem could either be found by 
brute-force calculation, or by a rarely noticed shortcut. The question was 
“Two cyclists twenty miles apart are moving towards each other at 10 mph; a 
fly caught between them is moving at 15 mph, from wheel to wheel and back 
again, until it is crushed between the wheels of the bikes. How far will the fly 
travel?”. The brute force approach is to sum the geometric series, adding 
up all of the fly’s increasingly short trips between the wheels; alterna-
tively, one could notice that the cyclists will meet in exactly one hour, 
when the fly will have travelled exactly fifteen miles. Von Neumann 
answered immediately, and the colleague disappointedly replied “oh, 
you’ve heard about the trick”. Von Neumann retorted “what trick? I simply 
summed the geometric series!”. 

The logic of this exchange is intuitively obvious, which is remarkable 
given that it relies on a fairly intricate series of counterfactuals and vi-
olations of expectation. Even a von Neumann could not sum an infinite 
series so quickly; but while both guessing and memory can be nearly 
instantaneous, correctly guessing an infinite sum is extremely improb-
able — so improbable that we jump to the conclusion that von Neumann 
must have simply recalled the trick. Discovering that von Neumann had 
summed the infinite series reveals a prodigious mental speed — and by 
extension, extraordinary competence with numbers. This interpretation 
is effortless because we intuitively understand the relative speed- 

accuracy tradeoffs of different cognitive processes and the significance 
of violating those tradeoffs. 

Yet, despite the widespread use of response time as an inductive tool 
in the behavioral sciences, attention to laypeople’s own inferences about 
each others’ response times has been sporadic and unsystematic. 
Nevertheless, the few existing studies suggest that timing is a rich and 
flexible cue. For example, adults who respond more quickly to trivia 
questions are also rated as more charismatic by peers (von Hippel, 
Ronay, Baker, Kjelsaas, & Murphy, 2016). Conversely, adults interpret 
longer latencies as reluctance in response to requests (Roberts, Francis, & 
Morgan, 2006), as memory failure in response to trivia questions 
(Brennan & Williams, 1995), and as indecision between equally desirable 
options in decision-making (Frydman & Krajbich, 2016; Gates, Call-
away, Ho, & Griffiths, 2021). Moreover, in negotiation contexts, buyers’ 
hesitation (or lack thereof) can reveal their price-point, allowing expe-
rienced sellers to adjust their selling strategy in response (Konovalov & 
Krajbich, 2017). Inferences like these often feel effortless despite their 
sophistication; yet, we are also notoriously bad at estimating the time 
required to complete a given task. Where do timing-based inferences 
come from, and how systematic are they? We suggest that even the most 
sophisticated inferences build on a simple intuition already present in 
early childhood: thinking takes time. On this account, seeing an agent 
spend more or less time on a task than expected demands explanation. 
Reasoning about the time costs agents incur to achieve their goals may 
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enable the same kinds of sophisticated inferences about beliefs and de-
sires that we make by reasoning about the costs agents incur while 
pursuing goals in spatial environments (Baker, Jara-Ettinger, Saxe, & 
Tenenbaum, 2017). Indeed, timing may be such a flexible cue because 
faster or slower responses simply index more or less thought; the question 
of what the agent was thinking about must be determined by context. 
Our proposal suggests a developmental approach; while young children 
may expect thinking about unfamiliar problems to take more time than 
remembering the answer or seeing it directly, explaining why an agent 
took more or less time than expected in a specific context may be more 
difficult. We return to this point in the general discussion. 

Timing-based inferences have at least three parts: (1) an observer’s 
representation of an agent’s actual response time, (2) the observer’s 
expectations about how long a task will take to complete, and (3) a 
plausible explanation for any difference between the two times. While 
children’s time perception is less precise than adults’, the ability to 
represent and compare durations develops early: even three-year-olds 
judge a 3s interval between two stimuli as more similar to a 4s inter-
val than to a 1s interval (Droit-Volet & Wearden, 2001; see Wearden, 
2016, for review). 

Children can also identify plausible explanations for differences in 
response times between two agents, such as competence or task difficulty. 
However, conflicting heuristics based on effort, speed, and outcomes 
often confound younger children’s competence judgments until late 
childhood unless task difficulty is transparent (Leonard, Bennett-Pierre, 
& Gweon, 2019a; Nicholls, 1978). For example, when experimenters 
explicitly described agents in a story as (A) finishing a puzzle quickly or 
slowly, (B) thinking it easy or difficult, and (C) trying hard or not, 
preschoolers integrated difficulty, effort, and speed (Heyman & Comp-
ton, 2006). Of course, speed, effort, and task difficulty may rarely be 
explicitly described in the real world. Still, more recent work suggests 
children can also integrate these cues spontaneously under certain 
conditions: when presented with videos that varied agents’ speed in 
building block towers and the relative difficulty of their task, pre-
schoolers recognized the tradeoffs — but only when physical cues to 
difficulty were unambiguous (Leonard, Bennett-Pierre, & Gweon, 
2019a; Gweon et al., 2017). However, cognitively challenging tasks 
frequently require no physical effort at all. Nevertheless, the difficulty of 
cognitive processes themselves may be detectable for toddlers, even when 
the objective difficulty of the task is less certain. 

Consider the case of speech disfluencies like uh and um: disfluencies 
occur more frequently under high cognitive load, such as might be 
imposed by recalling a rare word or weak memory, or by planning a 
complex utterance (Clark & Fox Tree, 2002; Kidd, White, & Aslin, 
2011b). By 30 months, children appear to interpret speakers’ speech 
disfluencies as resulting from processing difficulties: they predictively 
look at hard-to-describe or unfamiliar objects at the onset of the filled 
pause (Arnold, Kam, & Tanenhaus, 2007; Kidd, White, & Aslin, 2011a; 
Orena & White, 2015). Children’s inference may reflect implicit causal 
reasoning: hard-to-describe objects cause processing difficulties, which 
in turn cause disfluencies; hence, a disfluency signals that the speaker is 
preparing to refer to an unfamiliar or hard-to-describe object. When 
given an alternative cause for a speaker’s disfluency, participants’ 
inference is blocked. For example, if a speaker frequently forgets the 
names of common objects, a speech disfluency may not imply that they 
are trying to recall a rare word in particular: chronically forgetful 
speakers may just as disfluent in producing rare words as common 
words. On this account, the listener’s reasoning begins not from beliefs 
about task difficulty per se, but from recognizing the signs of effortful 
cognitive processing. These cues then trigger a post-hoc search for an 
explanation of those difficulties. 

To the extent that response time signals effortful cognitive process-
ing, it could license a variety of inferences about everyday behaviors. 
However, psychological processes themselves vary in the time and effort 
involved. For example, perceptual processes tend to be fast and auto-
matic. Seeing someone take several seconds to respond to a question like 

“is this ball red or pink?” may tell us that the color they’re looking at is 
an ambiguous case, even if we can’t see it ourselves; if it turns out to be 
fire-engine red, we might wonder whether the person is colorblind. 
Memory retrieval may be slower than perception, but someone who 
takes tens of seconds to respond when asked their spouse’s birthday 
might still elicit doubt or consternation, even before they produce an 
answer. In contrast, longer pauses are to be expected for questions that 
require explicit thought about complex relations: thinking takes time, on a 
scale that memory and perception only require under unusual circum-
stances. In short, violating the expected timescale may be conspicuous: 
why did the person need to think about what color they were seeing? 
Why didn’t the person need to think about the answer to a complex 
calculation? Our success as individuals and as a species depends on our 
ability to quickly and accurately assess the knowledge, intentions, and 
competence of other agents; a response that is “too quick” may suggest 
very different inferences than a response that is “too slow”. 

1. General method 

Here, we examined the development of explicit timing-based in-
ferences in childhood. We initially focus on children ages 5–10 because 
younger children may struggle to evaluate time and difficulty simulta-
neously for cognitive tasks (e.g., Leonard, Bennett-Pierre, & Gweon, 
2019a; Nicholls, 1978). In each experiment, participants were intro-
duced to a pathfinding puzzle (Fig. 1). After learning the rules, partici-
pants watched other agents play the game one by one. After either ~3 s 
or ~ 20 s, the agent signaled that he thought he knew the solution. 
Participants were then asked to make a judgment. In Experiment 1, 
participants saw a complex puzzle presented to the agent, and judged 
whether the agent “figuring out the answer for the first time”, or 
“remembering the answer from yesterday”. We predicted that partici-
pants would categorize fast responses as memory, and slower responses 
as reasoning. Experiment 2 was identical, but participants judged 
whether the agent had “actually figured out” the answer or “made a 
mistake”. We predicted that even the youngest children would expect 
fast responders to make mistakes, and to be more likely to make mis-
takes than slow responders. In Experiment 3, participants saw the agent 
draw a card with one of two puzzles (simple or complex), but the par-
ticipants themselves could not see which; they were asked to guess 
which puzzle the agent was looking at, and then guess whether the 
agent’s solution was accurate. We predicted that children would inte-
grate response time and puzzle difficulty to infer which map the agent 
was looking at and whether their solution was accurate. Importantly, the 
puzzle difficulty and the agents’ response time were never explicitly 
mentioned in any of the experiments; inferences based on time or dif-
ficulty were made spontaneously. All children participated through an 
online platform for developmental research (Sheskin and Keil, 2018). 
Participants came from 39 US states, were 51.7% female, 65% white, 
and had a median household income of $77,083, as estimated by US 
Census data for their reported postal code (US household median: 
$68,703). The pre-registrations, power analyses, data, and materials for 
each experiment are available on the first author’s OSF repository. 
Though our preregistered analysis plan uses standard linear regressions 
and ANOVAs, we also provide analogous analyses using ordinal re-
gressions, following recent recommendations against using standard 
regressions for ordinal data (Liddell & Kruschke, 2018), which were 
brought to attention during the review process. Because both analyses 
produce nearly identical results in each experiment but ordinal re-
gressions are still atypical in the field, we present our preregistered 
analyses in the main text and provide the ordinal regressions as a point 
of comparison in the supplementary materials. 
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2. Experiment 1 

2.1. Method 

2.1.1. Participants 
We recruited 45 adults through MTurk, as well as 90 children in two 

age groups (45 age 5–7, M = 6.5, SD = 0.94; 45 age 8–10, M = 9.45, SD 
= 0.90; 53% girls). An additional 8 children (3 age 5, 4 age 6, and 1 age 
7) and 5 adults were excluded before data collection for answering 
training questions incorrectly; these were replaced with new 
participants. 

2.1.2. Materials 
We created six grid maps with simple geometric shapes of different 

colors scattered across them. Each map had 8 or 9 shapes of 3 or 4 
different colors. A flag in the bottom left corner of the grid marked the 
finish line, and a MarioKart character at the top right marked the 
starting line. During the test phase, participants saw the maps appear in 
front of a cartoon silhouette facing a computer screen. Children 
answered by using color-coded cartoon figures on the left and right of 
the screen (Fig. 1); presentation of these answer choices was counter-
balanced (Color_CB). Adults answered using a scale slider. The order of 
the six maps was reversed for half the participants (MapOrder_CB). 
Finally, four counterbalances were created to vary the order of the 
agents’ response times (TimeOrder_CB). 

2.1.3. Procedure 

2.1.3.1. Training phase. Participants were told that they would play a 
racing game with Mario, and learned the object of the game and the 
rules. The experimenter described the task to the children over a video- 
chat; the same materials were presented to adults as a prerecorded 
voiceover slideshow. The experimenter told the participant that Mario 
wanted to collect all of the treasures on a map, and take the shortest road 
through the map that followed a rule. The rule was that Mario could “not 
pick up two treasures in a row that are the same color, or two in a row that are 
the same shape. But he has to pick up all of the treasures”. Participants were 
then required to answer four comprehension questions correctly (see 
Fig. 1). These were as follows. (1) Which of two example roads is shorter, 
(2) Which of two example roads breaks a rule, (3) Why does that road 
break a rule, (4) Identify an item to pick up next in an example sequence. 
Participants who answered each question correctly the first time pro-
ceeded to the test phase. Children’s incorrect responses were gently 
corrected after each question, and they proceeded to the test phase only 

if they were able to answer all the comprehension questions correctly in 
two additional training rounds. Adults’ incorrect responses were not 
corrected, and adults proceeded to the test phase only if they correctly 
answered all the comprehension questions in the next round. After 
learning how to play the game, participants were told that they would 
watch other people playing the game, and that their job was to decide 
whether each person was (A) remembering the shortest road through the 
map from playing it the day before, or (B) figuring out the shortest road 
for the first time. At this point, MTurk participants also answered an 
attention check question in order to screen out participants who were 
skimming instructions. 

2.1.3.2. First task: memory vs. inference. For each test item (Fig. 1), the 
experimenter presented a new silhouette sitting in front of a blank 
screen, saying “Here’s the next person. We’ll show him the map, and when 
he thinks he knows the shortest road that follows the rules, he’ll start his 
engine”, at which point the map appeared on the screen. After ~3s or ~ 
20s, an engine sound played, and the experimenter said “now he’s started 
his engine, so he thinks he knows the shortest route through the map”, and 
participants decided whether the agent had been “remembering the 
answer from yesterday” or “figuring it out for the first time”. Children 
first chose one of two alternatives (remembering or figuring out) and then 
were asked whether the agent was “probably” or “definitely” [remem-
bering / figuring it out]; adults used a 4-point scale directly. Three maps 
were presented for ~3 s before the engine started, and three for ~20 s. 

2.1.3.3. Second task: perception vs. inference. Like memory, perceptual 
processes are nearly instantaneous, making direct perceptual access 
another potential explanation for fast responses. In a second task, the 
experimenter introduced two new cartoon agents, one of which was 
wearing opaque goggles. The experimenter specified that neither had 
played the game before (and so could not be remembering the maps), 
but that the silhouette with goggles “likes to cheat”; a computer in his 
goggles would show him the shortest road when he looked at the map, 
and so he would not have to figure out the answer himself. The other 
silhouette was described as playing fair. The experimenter presented a 
map to the two characters, and an engine sounded after ~3s. Partici-
pants were then asked who had started his engine: the one who “cheated 
with his special glasses and saw the answer”, or the one who “played 
fair”. We expected participants to infer that only a cheater would have 
responded so quickly to a complex puzzle, but did not preregister the 
hypothesis for the second task. 

Fig. 1. Training Procedure: Children had three chances to answer 3 of 3 training questions correctly: (1) “Which road is shorter, red or green? Yes, red, great job!”, 
(2) “Which road breaks the rule? Yes, green! Great job! And why does it break the rule?”, (3) “Let’s say Mario drives on the red road instead. So first, he picks up the 
pink circle, and then he picks up the purple star. Which treasure should Mario pick up next, so that he’s not breaking any rules? Example Trials: After a Hard map 
appeared on the screen (Exps 1 & 2) or the agent drew a card with either an Easy or Hard map (Exp 3), the agent signaled that they had found the shortest road that 
followed the rules, after either 3s or 20s. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 

E. Richardson and F.C. Keil                                                                                                                                                                                                                  



Cognition 224 (2022) 105073

4

2.2. Results 

The three responses at each response speed were averaged to create a 
single score for each (Fig. 2). A repeated measures ANOVA revealed a 
significant effect of Speed (F(1,132) = 202.09, p < .0001, η2 = 0.605) 
and an AgeGroup*Speed interaction (F(2,132) = 17.51, p < .0001, η2 =

0.210), but no effect of AgeGroup (F(2,132) = 0.425, p = .65, η2 =

0.006). As predicted, all age groups categorized the fast response as 
memory (MYoung = 2.13, t(44) = − 3.23, p = .002, MOld = 1.80, t(44) =
− 7.33, p < .0001, MAdult = 1.47, t(44) = − 13.00, p < .0001), and 
categorized the slow response as inference (MYoung = 2.75, t(44) = 2.63, 
p = .012, MOld = 3.21, t(44) = 7.23, p < .0001, MAdult = 3.45, t(44) =
10.58, p < .0001). All age groups also identified the fast responder as 
having cheated (Fig. 2), including 80% of 6 year olds and 86.7% of 7 
year olds, suggesting that even the youngest children recognized that 
three seconds is an impossibly fast latency to solve the puzzle for the first 
time, but is easily explained by having direct perceptual access (MYoung 
= 71.1%, binomial p = .003, MOld = 84.4%, binomial p < .0001, bino-
mial MAdult = 91.1%, p < .0001). 

Next, we explored whether children would rate the fast response as 
memory at younger ages than they rated slow responses as inference, but 
our prediction here was not supported. For each subject’s average rating 
for fast and slow responses, we calculated the deviation from chance 
responding. We then regressed these values on age in years, using 
contrast coding to compare each level to chance. The 7, 9, and 10 year 
olds were more likely to rate the fast responses as memory (β7 = 0.66, p <
.001, β9 = 0.88, p < .001, β10 = 0.95, p < .001), but the 5, 6, and 8 year 
olds did not differ from chance (β5 = 0.21, p = .226, β6 = 0.23, p = .180, 
β8 = 0.28, p = .111). The 7, 8, 9, and 10 year olds were more likely to 
rate the slow responses as inference (β7 = 0.54, p < .001, β8 = 0.37, p =
.020, β9 = 0.70, p < .001, β10 = 1.06, p < .001), but the 5 and 6 year 
olds did not differ from chance (β5 = − 0.08, p = .618, β6 = 0.28, p =
.075). 

These results evince an early-developing commonsense intuition that 
“thinking takes time”, while perception and memory — even memory 
for a solution to a complex problem — are expected to be much faster. In 

Experiments 2 and 3, we ask whether children can use this intuition to 
predict the accuracy of an agents’ response, and whether they modulate 
their judgments according to the difficulty of the problem. 

3. Experiment 2 

3.1. Method 

3.1.1. Participants 
We recruited 45 adults through MTurk, as well as 90 children in two 

age groups (45 age 5–7, M = 6.79, SD = 0.82; 45 age 8–10, M = 9.84, SD 
= 0.82; 51% girls). An additional twelve children and one adult were 
screened out and replaced before data collection for failing the training 
(6), losing internet connection (2), fussing out (2), parent interference 
(2), and colorblindness (1). 

3.1.2. Procedure 

3.1.2.1. First task: speed-accuracy tradeoffs. We made one change to our 
materials from Experiment 1. Agents were now described as playing the 
game for the first time, and participants were asked to guess whether 
each agent had “actually figured out the shortest road, or if they made a 
mistake”, again using a 4-point confidence scale. 

3.1.2.2. Second Task: Speed & Competence. To compare our results to 
past work on children’s timing-based inference, one trial at the end of 
the experiment asked participants to judge the relative competence of 
two agents who each accurately solved the same puzzle after either 3s or 
20s. Because this task was included simply to compare our results with 
past work, the full method and results are described in the Supplemental 
Materials. In brief, younger children and adults were equally likely to 
judge the fast and slow agent as “better at this game”, but older children 
believed the fast agent was better. 

Fig. 2. (A) Violin plots and means with 95% CIs for Fast and Slow trials in Experiment 1. Each dot is the average of each participant’s 3 fast trials (Green) or 3 slow 
trials (Blue). Participants rated each agent on a 4-point scale (1 = Definitely remembering, 2 = Probably remembering, 3 = Probably figuring out for the first time, 4 
= Definitely figuring out for the first time). (B) Proportions inferring that a Fast (3s) agent had “cheated” by seeing the solution in their computerized goggles (brown) 
or “played fair” by solving the puzzle themselves (green). Error bars are 95% CIs. (For interpretation of the references to color in this figure legend, the reader is 
referred to the web version of this article.) 
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3.2. Results 

Results are shown in Fig. 3. The three responses at each response 
speed were averaged to create a single score for each. A repeated mea-
sures ANOVA revealed a significant effect of Speed (F(1,111) = 72.16, p 
< .0001, η2 = 0.394) and an AgeGroup*Speed interaction (F(2,111) =
10.69, p < .0001, η2 = 0.162), but no effect of AgeGroup (F(2,111) =
1.50, p = .23, η2 = 0.026). There were two unexpected order of pre-
sentation effects, both suggesting that the predicted effect was larger for 
one counterbalance than the others; however these effects were smaller 
than the main effect of Speed, and subsequent analyses suggested that 
they could not explain the focal findings (TimeOrder_CB: F(3,111) =
5.27, p = .002, η2 = 0.125; MapOrder_CB*Speed: F(1,111) = 3.97, p =
.049, η2 = 0.034). Post hoc comparisons of the Age*Speed interaction 
revealed that while the adults and older children distinguished between 
3s and 20s responses as predicted, the difference for younger children 
was not significant (Young: MFast = 2.24, MSlow = 2.49 t(111) = − 2.18, 
p = .473; Older: MFast = 2.19, MSlow = 2.66, t(111) = − 4.02, p = .0016; 
Adult: MFast = 1.77, MSlow = 2.76, t(111) = − 8.49, p < .0001, bonferroni 
corrected). However, all age groups predicted that fast responses were 
likely to be wrong (MYoung = 2.24, t(44) = − 3.04, p = .004, MOld = 2.19, 
t(44) = − 3.55, p < .001, MAdult = 1.77, t(44) = − 9.47, p < .0001). While 
adults and older rated the slow responses as likely to be right, younger 
children did not differ from chance (MYoung = 2.49, t(44) = − 0.12, p =
.907, MOld = 2.66, t(44) = 2.16, p = .036, MAdult = 2.76, t(44) = 3.00, p 
= .004). Children may have been right to be skeptical of accuracy on the 
slow trials: given the computational complexity of these problems, even 
20s is too fast to solve them except by luck. Indeed, given past work 
suggesting that even older children can be unreasonably credulous to-
wards confident speakers (Kominsky, Langthorne, & Keil, 2016), even a 
skepticism on the fast trials that emerges around age 6 or 7 may be 
precocious. However, since the difference between the fast and slow 

trials was not significant in the younger age group, interpretations of the 
youngest children’s responses as reflecting skepticism of the agents’ 
accuracy should be taken with a grain of salt. In Experiment 3, we 
examine the possibility of an early-but-nuanced skepticism more closely, 
asking whether children’s judgments integrate both response time and 
task difficulty. (See Figs. 4 and 5.) 

4. Experiment 3 

If observers infer that “more time = more effort”, then they may infer 
that agents who spend more time are solving more complex problems 
than agents who spend less time. We predicted that children would infer 
that (A) fast agents were more likely to be looking at easy maps than hard 
maps, (B) fast agents were more likely than the slow agents to be looking 
the easy maps, and (C) fast agents’ solutions were correct for the easy 
maps but incorrect for the hard maps. Because Experiments 1 and 2 
suggested that timing-based inferences appear to emerge around age 6 
or 7, we focused on ages 6–8 in Experiment 3. 

4.1. Method 

4.1.1. Participants 
We recruited 32 adults through MTurk, as well as 96 children (32 age 

6, M = 6.46, SD = 0.31; 32 age 7 M = 7.55, SD = 0.31; 32 age 8, M =
8.59, SD = 0.30; 48 girls). An additional 13 children were screened out 
and replaced before data collection for failing the training (7), technical 
difficulties preventing videos from playing (5), and fussing out (1). 

4.1.2. Materials 
We generated a set of Easy puzzles by rearranging the treasures on 

the complex puzzles from Experiments 1 and 2 into a row of alternating 
colors and shapes, so that the shortest route passed directly through 

Fig. 3. Violin plots and means with 95% CIs for Fast and Slow trials in Experiment 2. Each dot is the average of each participant’s1 3 fast trials (Green) or 3 slow 
trials (Blue). Participants rated each agent on a 4-point scale (1 = Definitely incorrect, 2 = Probably incorrect, 3 = Probably correct, 4 = Definitely correct). (For 
interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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them. This produced pairs of maps which were identical in the number 
and kind of treasures, but were Easy or Hard to solve. In each trial, 
participants saw an agent draw a card with one of the two maps; when 
the agent rang a bell to signal that they were ready, children guessed 
which map was on the card. As in previous experiments, neither time nor 
the difficulty of the maps was ever explicitly mentioned. 

4.1.3. Procedure 
The training phase was the same as in Experiments 1 and 2. 

4.1.3.1. First Task: Which Map?. Agents were described as playing the 
game for the first time. The experimenter explained that each person 
would take a card with a map on it, and ring a bell when they thought 
they knew the shortest road. On each trial, the experimenter showed the 
participant a slide with an Easy map or a Hard map, and a video 
embedded between them, and reminded the participant of the task: “this 
person might get the card with this map [points at simple map] or they 
might get the card with this map [points at hard map]. Your job is to 
guess which map was on their card”. After the agent rang the bell, the 
experimenter said “They rang the bell, so that means that they think they’ve 
figured out the shortest road through the map. But which map was on the card 
they got?”. Children first chose one of the two alternatives and then were 
asked whether the agent was “probably” or “definitely” looking at the 
map; adults used a 4-point scale directly. In two Fast trials, the agent 
rang the bell after 3s, and in two Slow trials the agent rang the bell after 
20s. The order of the trials and the color of the answers was 
counterbalanced. 

4.1.3.2. Second task: difficulty & accuracy. After the main task, partic-
ipants completed two additional Fast trials. In one video, both cards had 
Hard maps. In the other, both had Easy maps. Participants were first 

asked which map the agent was looking at, but then also guessed 
whether the agent’s solution was correct or not, on a 4-point scale. The 
order of the Easy and Hard trials was counterbalanced. 

4.1.4. Results 
The two ratings at each response speed were averaged to create a 

single score for each (Fig. 4). The primary question of interest was 
whether children would infer that the Fast agent was looking at the Easy 
puzzle. To test this, we centered children’s average ratings on the Fast 
trials on chance performance (2.5 on a 4-point scale), and centered 
children’s age on the average age of the sample. This makes the intercept 
of the regression equivalent to a t.test for the whole sample, but allows 
us to simultaneously check for age effects, using age as a continuous 
variable. As predicted, children were more likely to infer that the Fast 
agent must have been looking at the Easy puzzle than the Hard puzzle 
(βInt = − 0.68, SE = 0.076, p < .0001); the age effect was also significant, 
though smaller (βInt = − 0.21, SE = 0.093, p < .026). To examine the 
developmental pattern more closely, we also conducted one-sample t. 
tests comparing each age to chance separately; all ages were signifi-
cantly more likely to infer that the Fast agent was looking at the Easy 
puzzle than the Hard puzzle (MAge6 = − 0.53, t (31)= − 3.38, p = .002; 
MAge7 = − 0.56, t (31)= − 4.13, p = .00026; MAge8 = − 0.95 t (31)= −

10.2, p < .0001). The effect was similar for adults (MAge8 = − 1.38 t 
(31)= − 25.0, p < .0001). Next, we compared children’s inferences for 
Fast and Slow agents, using AgeYears and Speed as predictors. A repeated 
measures ANOVA revealed a significant effect of Speed (F(1,93) = 28.11, 
p < .0001, η2 = 0.232) but no effect of AgeYears or AgeYears*Speed 
interaction (AgeYears: F(2,93) = 1.45, p = .24, η2 = 0.03; AgeYears*-
Speed: F(2,93) = 1.31, p = .27, η2 = 0.027). Paired-sample t.tests 
revealed that the effect was similar for all age groups individually, 
including adults (Age6: MFast = 1.97, MSlow = 2.41, t (31) = 14.1, p <

Fig. 4. Violin plots and means with 95% CIs for Fast and Slow trials in Experiment 3. Each dot is the average of each participant’s 2 fast trials (Green) or 2 slow trials 
(Blue). Participants guess which map each agent was looking at, on a 4-point scale (1 = Definitely Easy, 2 = Probably Easy, 3 = Probably Hard 4 = Definitely Hard). 
Note that “Easy” and “Difficult” were implicit — map difficulty was never explicitly mentioned. (For interpretation of the references to color in this figure legend, the 
reader is referred to the web version of this article.) 
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.0001; Age7: MFast = 1.94, MSlow = 2.58, t (31) = 14.2, p < .0001; Age8: 
MFast = 1.55, MSlow = 2.48, t (31) = 16.3, p < .0001; Adults: MFast = 1.12, 
MSlow = 3.88, t (31) = 70.5, p < .0001). 

Children’s judgments thus appear to integrate both the complexity of 
the puzzle and the agent’s response speed. This conclusion is further 
corroborated by the results of the second task (Fig. 5), in which a Fast 
agent drew one of two Easy puzzles or one of two Hard puzzles: deprived 
of task difficulty as a cue, participants were no more likely to infer that 
the agent had drawn one than the other, in any age group (all p’s = n.s.; 
see Supplemental Materials). However, all ages were more likely to say 
that the agent had solved the Easy puzzle than the Hard puzzle (Differ-
ence scores: MAge6 = 0.56, 95 CI: 0.03–1.09; MAge7 = 0.81, 95 CI: 
0.25–1.31; MAge8 = 0.91, 95 CI: 0.50–1.31; MAdult = 1.35, 95 CI: 
1.06–1.61), suggesting that they recognized the relative difficulty of the 
two puzzles. Estimations of absolute difficulty were less clear. Adults 
and children ages 7 and 8, but not age 6, believed that the agent’s so-
lution was correct for the Easy puzzle (MAge6 = 2.56, 95 CI: 2.22–2.91; 
MAge7 = 3.12, 95 CI: 2.81–3.41; MAge8 = 3.03, 95 CI: 2.66–3.38; MAdult 
= 3.68, 95 CI: 3.52–3.84), while children ages 6 and 8, but not adults or 
7-year-olds, believed that the agent’s solution was incorrect for the Hard 
puzzle (MAge6 = 2.00, 95 CI: 1.66–2.38; MAge7 = 2.31, 95 CI: 1.97–2.69; 
MAge8 = 2.12, 95 CI: 1.91–2.38; MAdult = 2.28, 95 CI: 2.00–2.56). 

5. General discussion 

Response time has been a powerful inductive tool in the behavioral 
sciences. It has been used to infer preference strength (Konovalov & 
Krajbich, 2019), intelligence (Salthouse, 1996), the strength of memory 
traces (Singer & Tiede, 2008), and of course, diligence in online surveys. 
Response times have even been argued to impose bottom-up constraints 
on models of perception, by comparing the maximum transmission 

speed of a single neuron with the time typically sufficient for basic 
perceptual tasks (Feldman & Ballard, 1982). Less attention has been 
paid to how laypeople themselves interpret response times. 

Our experiments provide evidence that from an early age, the 
commonsense intuition that “thinking takes time” may help us interpret 
everyday behaviors. Indeed, Experiment 3 suggests that children spon-
taneously integrate task difficulty to estimate how much time a task 
should take: all ages expected slower responses to harder problems than 
easier problems. These estimates may help children decide how fast is too 
fast for an agent solving a novel problem. Children appeared to recog-
nize speed-accuracy tradeoffs and modulate their accuracy judgments 
according to task difficulty (Experiments 2 and 3). Moreover, when 
confronted with quick responses to hard problems, children believed 
that the agent must have recalled the answer from memory or seen it 
directly (Experiment 1). Given participants’ propensity to explain away 
fast responses as inaccurate, memory-based, or simple, it may seem 
inconsistent that only 8–10-year-olds inferred that agents who quickly 
solved complex novel problems were more competent than slower 
agents (Experiment 2). However, given the complexity of the hard 
puzzles, adults’ judgments may simply reflect the more sophisticated 
judgment that the fast agent had only “solved” the puzzle by a lucky 
guess. 

The possibility of ‘lucky guesses’ illustrates an interesting contrast 
between reasoning about agents’ allocation of time and reasoning about 
their navigation of space: costs measured in time may be more malleable 
than costs in distance, making reasoning about the utility of agents’ 
actions on the basis of time more challenging — but also potentially 
more informative about the agent themselves. An agent that prefers a 
reward that is spatially distal over one that is spatially proximal must pay 
a higher cost to obtain the more valuable reward every time they do so; in 
this sense, space imposes a fixed cost to any physical action (Baker et al., 

Fig. 5. Violin plots and means with 95% CIs for two Fast trials in Experiment 3 in which participants first inferred which of two Hard or two Easy puzzles the agent 
was solving, and then predicted the agent’s accuracy on a 4 point scale (1 = Definitely incorrect, 2 = Probably Incorrect, 3 = Probably Correct, 4 = Definitely 
Correct). Though participants were equally likely to guess either puzzle when the difficulty was equalized, they predicted that the fast agent’s solution was correct for 
Easy puzzles and incorrect for Hard puzzles. Note that “Easy” and “Difficult” were implicit — map difficulty was never explicitly mentioned. 
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2017; Jara-Ettinger, Gweon, Schulz, & Tenenbaum, 2016; Jara-Ettinger, 
Gweon, Tenenbaum, & Schulz, 2015). For instance, if the toddler in the 
dining room prefers the cherries in the kitchen to the dinner on the table, 
the distance to the kitchen is fixed both for them and their parent: no 
walking, no cherries. The immutability of spatial costs may make them 
particularly useful for analyzing rational action even in early infancy 
(Gergely & Csibra, 2003; Liu, Ullman, Tenenbaum, & Spelke, 2017). In 
contrast, while it may take longer to count a bowl of 35 cherries than a 
bowl of 30 cherries, a lucky guess could get them the 35 cherries without 
having to count; moreover, developmental changes in counting skill and 
precision in approximate number estimation may lead to different ex-
pected values of each strategy for a toddler and their parent (Baer & 
Odic, 2019; Halberda & Feigenson, 2008). Analogously, if an expert 
gives a quick estimate instead of a time-consuming calculation, we 
might infer that an ‘educated guess’ is sufficiently precise; but a novice 
who gives a quick estimate may not even understand the parameters of 
the question. In other words, while guessing and reasoning have their 
characteristic time signatures, successfully reasoning about time-costs 
may require us to consider context-specific factors like the complexity 
of the problem, the methods available to solve it, and potentially the 
competence of the agent. Thus, even with hard constraints on mental 
speed, cost-based reasoning about time may require more sophisticated 
inferences than cost-based reasoning about space. 

Timing’s sensitivity to context may also help explain why compe-
tence judgments show a protracted developmental trajectory in the 
existing literature (Heyman & Compton, 2006; Nicholls, 1978; Stipek & 
Iver, 1989): integrating multiple cues can be challenging for children. 
Neither speed, effort, nor accuracy alone signals competence: a 
competent agent must outperform the expected speed-accuracy tradeoffs 
because of their abilities. When simple heuristics like “more effort =
better outcomes”, “better outcomes = more competent”, and “faster =
better” imply conflicting competence judgments, children may find it 
difficult to weigh the relative importance of each dimension. Accounting 
for differences in motivation and attention adds to the challenge: 
conscientiousness and distraction can both increase response time, just 
as genius and haste can decrease it. However, recent computational 
work has suggested that by adulthood, people can distinguish distrac-
tion from focused thought by integrating the response time and 
complexity of the most likely topic of focus (Berke & Jara-Ettinger, 
2021). 

Children’s inferences in our experiments were less sophisticated than 
competence judgments, but also more general: thinking takes more time 
than remembering or seeing, more complex problems require more 
thinking, and some problems are impossible to solve immediately. 
However, while our aim was not to establish the earliest age at which 
children can reason about response time, task demands still limit our 
conclusions about younger children’s abilities. Though the rules to the 
puzzle game we used were simple enough that most children had no 
trouble learning them, the game was novel to children, and the pro-
cedure provided little reinforcement of the rules after the training. While 
our participants displayed precocious skepticism and sensitivity to task 
difficulty, novelty and low incentives may have hindered younger 
children’s performance. If children learn to simulate others’ mental 
processes through experience of their own mental processes in similar 
contexts, our study may have underestimated their capacities simply by 
giving them little experience solving the maps themselves (Kano, Kru-
penye, Hirata, Tomonaga, & Call, 2019; Meltzoff & Brooks, 2008; 
Sommerville, Woodward, & Needham, 2005). While the task was also 
novel for older children and adults, they may have also found it easier to 
simulate solving the maps for themselves before answering. Future work 
could test children’s performance in a more familiar context, or compare 
their performance with and without additional practice solving similar 
puzzles. 

Future work could explore the impact of inferences about time on 
children’s learning strategies. Some of these inferences may come from 
monitoring their own response time. For example, children increasingly 

modulate the time spent on easy versus difficult items in the Raven’s 
Progressive Matrices battery with age, and the degree of modulation is 
strongly correlated with performance (Perret & Dauvier, 2018). By 
adulthood, people’s problem-solving strategies not only weigh time 
costs in the hundreds of milliseconds, but may integrate both cognitive 
and physical costs (Feghhi & Rosenbaum, 2019; Gray, Sims, Fu, & 
Schoelles, 2006). Choices between different strategies can be thought of 
in terms of opportunity costs: in addition to costs and benefits of each 
strategy individually, an individual who uses one strategy foregoes the 
opportunity to benefit from the other strategy (Boureau, Sokol-Hessner, 
& Daw, 2015). Thus, an understanding of how children learn to allocate 
time effectively may need to consider the both effectiveness of the 
problem-solving strategies available to them and the cognitive and 
physical tradeoffs between those strategies. For instance, in contexts 
that provide immediate accuracy feedback and little penalty for mis-
takes, it may be more rational to learn by trial-and-error than attempting 
to solve a problem through thinking alone. Future work could explore 
how children allocate time when the costs of error are high or low. 
Future work could also explore the use of response time in combination 
with other common social learning strategies. For instance, novices may 
be generally slow; but delays from experts may indicate a complex 
problem, a valuable solution, or a gap in the field’s knowledge. Thus, 
experts’ time allocation in particular may help learners estimate the 
value of persistence, either generally or for a specific task or problem- 
solving method. Indeed, children persist longer at physical tasks after 
observing adults spend more time and effort, but only if the adult’s 
persistence paid off (Leonard, Bennett-Pierre, & Gweon, 2019a; Leo-
nard, Lee, & Schulz, 2017). 

Even in early childhood, the assumption that agents pursue goals 
efficiently by minimizing expected costs while maximizing expected 
rewards helps us reason about others’ preferences, knowledge, and be-
liefs (Gergely & Csibra, 2003; Jara-Ettinger et al., 2015; Jara-Ettinger 
et al., 2016). Much of this work has focused on the costs imposed by 
navigating complex spatial environments. As a fundamental constraint 
on every cognitive process and social interaction, time imposes costs 
that are even more ubiquitous, but may be more challenging to evaluate 
because of their sensitivity to context. Nevertheless, our results suggest 
that by age 6, the commonsense intuition that ‘thinking takes time’ — 
more time than perception and memory — may allow us to infer how 
another agent knows something as well as the quality and complexity of 
their knowledge. As children learn to integrate contextual information 
such as agents’ expertise and the difficulty of a problem, this simple 
intuition could scaffold more sophisticated reasoning about agents’ 
knowledge, intentions, and reliability. 
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